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Goal-driven Automation of a Deep Space Communications
Station: A Case Study in Knowledge Engineering for Plan

Generation and Execution

Abstract

‘I%is papcrciescrihes  the the applica[icm  of Artificial lntclligmx  tcchniqaes  forplaa  generation, plan

execution, and plan monitoring to automate a Ikcp Space ~(~llltlllliliciltic~ll  Station. l’his automation allows

a ColllT~~Lltlic:ttioll  station to respond to a set oftmckiny, goals by appropriately reconfiguring the communi-

catims  hardware md software to provide tbc rcqucstcd cc)llltllllllic;ltiolls  scrviccs. in particul  arthis paper

clcscribcs:  ( I ) the overall automatiot~  arcbitcctarc, (2) the plan generation :ind execution monitoring Al tech-

nologicsusccl  and implcmenkcl  softwarccompommts,  and (3) the kllc)\\lcclgcc  llgilleeritlg13rocess and effort

required for automation. This automation u’:is(lei~lollstriite(l  in Fcbiwy  1995, at the 1> SS-13  Antenna Sta-

tion in Ciolclstone,  CA on a series of Voyager tr~icks :iad tbc technologies ciemoastrakd arc being transferred

totllco}~cr:itio~litl  l)ccl~S}~:tce  Network  stations.’

1.0 Introduction

Ike I)cep Space Network (IXN)  [ 1 ] was established in 1958 and since then it has evolved into the largest

and most scmitive scientific teleco[l~tlltliliczitiot~s  and radio navigation network in the worlcl. The purpose of the

———

l’hc rescarcb  dcscribcd  in this piipcr was carried oilt by the Jet Propillsion  l.abor~itory,  C2ilifori~ia  lnstitak

of Technology, uncler  :i contr:ict  with the National Acronaiitics  and SpLicc A(it~~ii~istr~itioll. “1’his work was con-

dilcted  zis pzirt of the DSN q’ethnology Program minagtxl  by 1)1. Chad lidw+irds.

For filrthcr  information contact: steve.chiell@ ~jl~l. tl:lsii.go\.
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Thircl,  we describe in detail the know] cclgc cnginccring  effort required to automi~tc  the 1) SS- 13 Ikcp Space Sta-

tion.

Figure O: A 70-meter l)ccp Space Network Antcnn;t  Iocatcd nt GOICISIOIIC,  CA.

~’his  paper is organized  in the follmvit~g  manner. Wc begin by chmctcriz.illg  the operation of the IJSN at

the time that this research was performed. Next we dcscl-ibc  the high-love]  architecture cnvisimcd  to automate

operations of the I)ccp Space Network (INN). In this section wc give a functional description of each of the

components, which  inc]udcs  the 0h4P scheduling syskm for automated resource a]locatioll,  1)1’l,AN,  all allto-
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IISN is to support unpilc)tcd  iaterplaaet~try  sp;iccc-raft  missions ancl support radio and radar astronomy observa-

tions in the exploration] of the solar  system and the universe. ‘1’here are lhrce cleep space collltllLllliciltiolls  com-

plexes, located in Gnbcrra,  Australia, Maclrid, Spain, ancl (iolclstoac,  California. Each I>SN complex operates

four deep space stations -- one 70-meter antenna, two 34-meter aatcanas, ,‘ml one 26-meter antenna 1. The func-

tions  of the I)SN are to receive tclcmctry  signals from spacecraft, traaslnit commtincls  that control the spacecraft

operating mocks,  generate the raclio navigation data used to locate ancl guide the spacecraft to its destination, and

acquire flight radio science, raclio and raclar astronomy, v e r y  Ioag biiselille  intcrferometry, ancl gcoclynamics

measurements. Figure O shows a picture of a Ikcp Space N’ctwork  70-meter antenna Iocatccl  at Ciolclstoac,  CA.

From its inception the lXN has been clrivcn by the aced to crcatc  increasingly more seasitive telecommuni-

cations devices ancl bctkr techniques for navigation. ‘J’hc opcl-aticm  of the lMN cojllTl]Llt~ic:itiolls  complexes re-

quire a high level  of manual interaction with the dcviccs  in the c(~ll~lllLlt~ici~tiol~s  link with the spacecraft. la more

recent times NASA has addecl some new cirivcrs  to the dcvclopmcat of the IMN: ( I ) reduce  the cost of operating

the IRN, (2) improve the operability, reliability, and tl~;iillt:iitl:lbility  of the IXN, aad (3) prepare for a new era of

space cxpioratic)a  with the New  Mi[lcnnium  program: suppclrt  num’rcms sma]], inte]]igcnt  spacecraft While  Using

very few mission opcrat ions pcrsoaae. ].

The purpose of this paper is threefold. }iirst, we describe an architecture for automating a I)cep Space Sta-

tion to allow it to fulfill goal-based requests to capture spacecraft clata. ]n particular, we will describe how the

components of the architecture transform a flight pmjecl  service requesl iato an executable set of I)SN opcra-

tic)ns that fulfill the request through automated rcsourcc allocation, goal-clriven  plan generation, aacl plan execu-

tion ancl monitoring. Sccc)ncl, wc dcscribc  how each of the coasitucnt  Al technologies of plan gcmeration,  ancl

plan execution monitoring were LIscd to eaablc goal-drivca  :iutmnaticm of the 11SS- 13 Ikcp Space Station.

‘ Iiacb me 0[’ tbcsc aaleaaa  slalims  is called a l)ccp Space Slotioa, (m 1)SS. lnciividaal I)ccp Space Statioas at-c aLlm-

bcrcd to dis[iagaisb thcm, for example J) SS- 13 aml 1) SS-28 arc stations at Goldstone,  CA.
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Center loc:ited  at JPL. The entire process is initi:ited  w’hca a flight project sends a reqaest  for the lXN to track a

spacecraft. g’his  rcc]uest  specifics the timing constraints of the track (e.g., when the spacecraft can bc tracked),

data rates, frequencies reqaircd, as WCII as the services rcqaircd  (i. e., dowalink  of information from the space-

craft, commanding uplink to the spacecrtlf(,  etc.). ‘1’hc I)SN rcspm Kls to the mqucst by performing a process

callccl  Network  lkparatioa. The Network Prcparatioa Process incladcs  attempting  to schedule the resources

(i.e., all a[~telllla  and other reqllired sllbsystcllls  such  m rccciwrs, exciters, telemetry processors) needed for the

track as well as generating necessary data prodacts  reqaired  to perform the tr:ick  (predictions of the spacecraf(

]oczition relative to the ground station, transmission frequencies,  etc.). The oatpat of this process is a sctmiale  of

tracks to be performed by IXSN grouadstations,  eqaipmat allocations to tracks, and supporting data rcqaircd for

tracks. One key part of this sapporliag data the Scqacacc of F.vents  (SOF,)  describing the time-ordered activities

that shoulcl  occar daring the track. 7’tlc SOI; il~clllclcs:(ctiolls  ttlitt  thcl)SN st~o(llcl  t:lke,  (e.g., bcgitltrzlcki]lg  the

project’s spacecraft at 1200 hours), and it also includes cvcats that will occur on the spacecraft being tracked

(e.g., tk spacecraft will chaage freqaency or mode at a designated time and the 1X3N shoald anticipate the

event). Adciitionally,  the l)SN must gcacrate predict information reqaired  for the track. This is information

aboat  where in the sky the sp:icecraft will bc relative to the iii)t~]]l]~t  so that the antenna Ciii) bc dircctcd  to the cor-

rect orientation to acqaire the spacecraft aNl to maintain pointing daring the track as the earth rotates ancl moves

zind the spacecraft moves.



mated pmceclum generation system, and I. MCOA, a plaa execution  anti monitoring system. ]n ac]clition  wc pro-

vick examples of the inputs and outputs to each of the components to illustrate what occurs at each step in the

process of capturing spacecraft data. Next, wc focus on the two components of the system involvccl  in automa-

tion of a single Ikcp Space Station: the 1)1’I,AN planning system and the LMCOA plan execution anti monitor-

ing system. Specifically we ciescribc  the knowledge rcprcscatation  used for IIPI.AN’s  decomposition rules mcl

for the resultant temporal dependency networks (T1)N’s)  used by I,MCY3A. Next, we describe the knowledge

acquisition and validation processes pcrformccl  while building the automation system. Finally, we describe the

results of the technology demonstration at 1) SS- 13 and ongoiug cffor(s to insert the demonstrated Al technology

into the operational I)SN.

2.0 (hrrcnt l)SN Operations

Voyager- 1 is cruising at 17.5 kilometers/second toward the outer edge of the solar sys[em, ‘J’hollgh  its on-

board systems are mostly asleep during this phase of its mission, Voyager’s health metrics are continually sent to

Iiarth via a telemetry signal  racliatcd  by its 4( Lwatt transmitter. It will take eight hours at the speed of light for

the signal to reach its destination, Ear[h, a billion miles away, Upon arrival, the telemetry signal is received by a

l~ccp Space Station which is part of an ex(reme]y scasilive  gt-oun(i  collll~lll[lic:itiolls  system, NASA’s Ikep Space

Network (I)SN). At this st:ition  the signal  is recorded, processed, and sent to the Mission operations and Voy-

ager project engineers at JPL, who assess the health  of the spacecraft based on the contents of the signal.

“1’hc  type c)f activity just dcscribcd  occurs daily for domns of different NASA spacecraft and projects that

USC, the I)SN to capture spacecraft d:ita. l’bough the process of sending signals from zi spacecraft to Earth is con-

ceptually simple, in reality there arc many e~ir(hsidc  challenges that must be addressed before a spacecraft’s sig-

nal is acquired and transformed into useful  information.

Network Preparation at the Network Opcrations Control (lmtcr

F’igute  1 shows a simplified depiction of I)SN operations (see [2] for a more complete clcscription  of the

I)SN processes). The first stage is c~illcd Network Preparation and it occurs at the Network operations control
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erators  continually monitor the status of the link and handle exceptions as they occur. For example, the ground

station may lose the spacecraft signal  (this occurrcmcc is calkd  “the receiver  breaking lock with the spacecraft”).

In this case the operations personnel must take immediate action  to reacquire the spacecraft signal  as quickly as

possible to minimize the amount of data lost. All of these actions m carrmtly  performed  by humm operators,

who manually issue teas or hundreds  commands via a computer keyboard to the link subsystems. The monitor-

ing activities require the operator to track the st:ltc of each of the subsystems in the link (usually three to five

subsystems), where each subsystem has many different state  variables that change over tire.

Network Preparation OMP-26M
- allocate antennas - allocate antennas
- allocate subsystems
- generate data package

- service rccjmst
- equipment allocation - aatcnmi  allocation

—

Track Plan Generation DPLAN
- determine actions to

perform track - determine actions to
perform track

- executable track plaa - executable track plan

Connection Ops LMCOA
. executehnonitor  track - execute/monitor track
- respond to anomalies - respond to anomalies

]?igurc 2: (~llrrcllt  ]’rototyl)c  SyStCInS for ])SN  Automation
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IOgure 1: An Ovcrvic\v  of I)SN  Opcrations

I)ata  Capture at the Signal  l’roccssing Center

Once the scbeclLIlc  bas  bmn dctermimx],  and  tbc SOli and predict information gcncratect,  the I)SN opera-

tions prcmss  moves to the Signal Processing Ckntcrs (SPC)z where a process callecl  data capture occurs. The

clata capture process is performed by operations personnel at the deep space station. ~~irst they cletmmiac  the cor-

rect operations necessary to perform the track. Then they perform these actions--they configure the equipment

for the track, establish the colll[l~ll]lic:itiolls  link, which wc hercafteu  refer to as a ‘link’, and then perform the

track by issuing control  commancls  to the various subsystems comprising (hc link. Throughout the track the op-

27’0 cxplaia  in fLll”ibCJ’  dciai],  in the opcr-ational”  l)SN ]kcp Space Sl~ltioas (1)SSs)  al-c or-g:mimd  into complcxcs  wbcrc

Scvcllll 1)sss sbal-c  a pool of Colnll)on Sllbsystcms. “1’hcsc  coIIIplcxcs  arc callcs  Signal Processing C’enters (S I’Cs). Howcvc.r-,

the prototyping work dcscribcd  in this papct took place at the I)SN’S reseat-ch station IISS- 13. IJSS- 13 dots not share sab-

systcnls with Oth Cl I~SSs bCC21Ll  SC its cquipa)cnt  (cads to bc diflcrcnl  (C. g.) cxpcrimcnlal  or test \,crsions) ~IIKl  Ilcncc &)cs I~Ot

bc]ong to a SPC.  l’bLIs  in (be opct-atiorml”  l)SN the ttwkplan  gcnctation aml connection operations cllorts  woLIld  bc at an S1’C,

bat for this work lhcy took p]acc al a 1)SS. l:tx)n) an Al rcscawh  shadpoint  tbc reader can assLImc  that SI’CS  and 1)SSs at-c

illtcrcll:lt)gctlblc.
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The automated  track pmceduIc  generation problem involves taking  a general  scrvicc  tcqucst (such as te-

Icmetry - downlink  of ciata from a spacmr:ift)  and an actu;il  cquipmmt assignment (dcsctibillg  the type of atl-

tcnna, rccciver,  telemetry processor, and so on), and generating the appropriate partially orderecl scqLlence  of

commands (callecl  a Temporal l)cpcndcncy Network or ‘1’I)N) for crc:lting  a co]l~tl~ll(lic:]tiol]s  link to enab]e the

appropri:ttc  interaction with the spacecraft. The lXN Antenna Operiltions  Planner (l) P1,AN) uses m integration

of Al }limwchical  Task Network  (11’I’N)  [4] and pilrtial  order operator-bmccl  planning tcctmiques  [5] to represent

IJSN antenn:i  opcr:itions  kilowlcclgc  and to :iiltcnnii  operiitions  procccllires  on clcinand  from the service reqlicst

aild cqliipmemt :issigilmcnt,

1. MCOA:  Alltonlatcc]  ]’rocc(]Llre ]]xcclttio]l

l`llealitolll:itecl  execlltiotl  col~~l~ollellt,  c;illccl  thr I.ink Moilit[~l;il~clCorltrol  Opcr:ito  rAssist:illt  (I,MCX)A)

Lises the T1)N (Figlire 4) gcner:ited  by l) PI.AN to pcrfortl]  the actli~il trtick  :iilcl is responsible for monitoriilg  the

execlition  of the 1’1JN3.  This involves enstiriilg  th;i(  the expected conditions :ind stibsystem states :irc  acbievecl,

certain types of closed-loop control and error recovery ;irc pcrfomcd  iil zi timely f~shion,  and the correct clis-

l?[itcl~irlg ~) fcollli~l:irlcls  tott~cslibsystcllls coiltrcJlli]lgtt~e  lii~k occLits. 1.h4C0ALisesan ol~crtitor-b:isecl  re[~rcscll-

tation  of the Tl)N toreprcmmt necessary and desired conditions for execution of procedures and tr~icks  relevant

slibsystcin st~ite.

g’hLis,  the combination of OMP, l)PLAN, :ind 1.N4U)A emibles  alitoinatioll  of a significiiilt  portion of INN

operations. in theremainclcto  fthistitticle,  wet’oclison  the I)PLAN ;ind LMCX)A  systeinsaild  howthcyconl-

bine to zillow  go:il-clriveil  alitomition of ii llxp Sp;icc  (’c)l~]l])lll]ic:itic)t]  S[:i[ion.

4.0 1)1’1  .AN: Automated ]’rocdu rc Generation

'l. MCC)Aals[) Llscstl~c prcclict:llld SOIliii('c)rtii:lti(  )llgctlct~ltecl byl)SN()l)cr:lti( )I)stf) cxecutc tl]et[-tick. Autmimticgcm

ctalion of this csscntid  information is an in)pot-l:int porlion  of :iu([)nm(ing INN operations bLlt  Ialls  oLllsidc  the smpc  of

I>} ’I. AN. “1’bcl”c arc cLIIi’ently  other efforts within (he l)SN 10 aLIloIi)iI(c  lhcse  pI’occsscs  !-cl:iling  10 the .gcncmlion of these

types ot’ in f(mnation.



3.0 An Architecture for Automation of the l)SN

]n thelast section wcciescribeci  ttlecllrrcl~t  l~rocess  fortr:it~sforll~ illg:lfligllt  project service rcqucst  intoan

executable set of I)SN operiitions. As wc have already pointed out, mauy of the steps of tbedcscribed  processes

are knowledge and labor intensive. ‘1’his  piipcr dcscribcs  effor[s to automate portions of the process map shown

in Figure  1 using Artificial intelligence technologies. ‘1’hc spccilic  tools and how they map onto the cumnt  IJSN

functions is shown below in I~igurc 2. Specifically, the Operations Mission Planner 26-Meter (OMP-26h4)  sys-

tcm is applied to the resource scheduling process, the I)ccp Space Network

Antenna Operations Planner (l)PLAN) is used for automatically gemrating  INN operations procedures, and

the Link Monitor and Control Operator Assistant (1 ,MCOA) automatically executes the operations procedures

and performs connection operations.

OM1’-26M:  Automated Scheduling

The high level resource allocation problcm for the I)SN is hanc!lcci by the Operations Mission Planner

(OMP-26M)  [ 1 1] scheduling systcm. ‘1’hc 0h41’  systcm accepts as inputs: ( I ) gencralinxl service requests  from

spacecraft projects of the form “we nmd thtm 4-hour tracks pcr week” and (2) specific requests of the form “we

ncecl to perform maintenance on 1) SS-28 from I ()()0- 1600 on Wccincsday  Octohcr 24th. OMP then ptOCiLICCS  a

specific schedule  allocating resources to rcc]uests,  resolving conflicts using a priority request scheme which at-

tempts to maxin~ize  satisfaction of high priority projects. This :iutomatccl  scheduling and resource allocation

function cortwponds  to the processes previously dcscribcd  as “schedule resources” and “resource Ill:lrl:igelllcllt.”

OMP deals with schedules for NASA’s 2(J-meter subnct involving thousands of possible tracks and a final  sched-

ule involving hundreds of tracks. While (JM1)  pcrfol-ms a vita] function in the automation architecture, this paper

focuses on the elements of automation which were used to automate a single  I)ecp Space Station, rather than re-

source allocation of a network of stations. ‘1’hus wc will primarily cliscuss  the other two components, I)PI,AN

and 1.MCOA.

1)1’1 .AN: Automated ]’roccdurc  Generation
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Figure 4: ‘J’enlpora]  l)cpcmkwcy Network for \’oyager Track

4.1 Track I’Ian Generation: inputs and Outputs

The l) P1,AN planner LISCS high ICVC1 track  information 10 clctc’mine apprc)priate  steps, orciering  constraints

on these steps, parameters of these s{cps  (0 achicvc  the high Icl’cl  track goals given thr equipment allocation. in

generating the TI)N, the planner  LIses  information from several  SOLIWCS (see };igure  3):

,Scrvicc Request: The service request spcciflcs  the goals of the tr:lck (e. g., to provide certain IXSN services

over a spccificci  periocl  of time). ‘1’hcsc inclucle  (lcJ\\’lllitlk/tclctlletry,  commanding, langingj  and raclio  science

types of services. A sample set of service re(lLlcsts/tr:ickiilg  goals  is shown in l~igarc  5.

Project S011: The project sequence of events specifies events from the mission/project perspective. Rele-

vant information spccificd  in the projeci S011 includes such items as the one-way

spacecraft, notifications of the beginning  and ending times of tracks, spacecraft

ChallgCS, modLl]atioll  illdCX Chal]gCS,  and carrier and sLlbcarriL?r frequency changes.

light time (C)WLT) to the

data transmission bit rate
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As statecl  above,  [he automatwl  track procedure  gcnctation prc~blcm  involves taking a gcncml service re-

cluest  and an equipment assignment ancl generating a plan to rat] the track  (callecl a Temporal I)cpcndency Net-

work or TIJN; see Figure 3) for crcatit)g  a colllll~lll~ic:itiol~s  link to enable the appropriate interaction with the

spacecraft. The I>SN Antenna Opcrations  }’lanncr  (1)1’1  .AN) uscs an integration of Al Hierarchical Task Net-

work (HTN) [4] ancl partial order operator-based planning tcchniqacs  [5] to represent I)SN antenna operations

knowledge and to antenna opcraticms  procedures  cm dclnand from the service request and equipment assignment.

]n this section wc first cicscribc  the inputs and outputs of the l)PLAN system. Wc then dcscribc how lWLAN

rcprcscnts  knowledge of I)SN antcnn~t operations proccduws  and constraints.

Equipment Configuration

d=

Communications
Link Subsystems

Figure 3: 1)1’I.AN and l, NICOA inputs and Outputs



chy and equipment goal hierarchy, where the rule applies to all contexts below the rule in the relevant hierarchy

(all spccialimtions of its scope).

lJsiug this problem specification, the lXN plannct-  then uses task reduction planning techniques (also callccl

hicratchical  task nctwotk  or IITN) [4] and operator-bawd planning tmhniqucs [5] to produce a parameterimd

track-specific TIJN to be used to conduct the track. ‘1’hc actual l~l~tt~l~cr  ~lscclto  gcllcr~tte  tl~erl’l)N isamodifieci

version of the task rcciuction  piannittg component of tiw Mui(imission  VICAR Pianncr  system [6]. q’his  track-

spccific ‘1’I)N  anti the SOF. can then bc usc(i  by l,MCOA to operate tile actuai  antcntt~i  to conciuct the requesteci

antenna track.

I)l'I.AN  ~lseszl hierz~rchiczli  krlo\\'iecigc  rcl>rcsctlt:iti(Ji~  t(~rci~lesel~t  I)SN ol>crtitiolls  l~r(~cecillrcs.  ‘1’hisaiiows

a knowiccige  engineer to specify the scope of each piece of kuowiecigc  (i. e., to whicil  se[ of goais or equipment

types towhicil  aruie or constraint appiics).  }~orex:itlli>ie,  Figllrc  () beio\\s tlo\\s:i  pzirti:litr  ~ickiIlggoz~i  hierarchy

invoiving tile goais teiemctry,  commamiing,  an(i ranging. Fi.gurc 7 bcimv  si]ows a pal-tiai  track hierarchy for an-

tennas. A ruie mi, ght specify how to acilieve  a tracking goai fora particular type of antennas. For exampie,  a

ruie might specify ilow to achieve the tcicmctty  tracking goai for a 34111 13WCJ  antenna. Aitcmativciy, a ruie

migilt  specify a comtraint  on how achieving tcicmctry  might  be constrainc(i for aii lltit~  antennas. For exami~ie,

a ruie migilt  specify that two receiver calibration steps  A ami H might imvc to bc or(icrtxi  so timt A is aiways be-

fore B. By representing the track, cquii>mcnt,  an[i otilcr  ilierarcilim the scope of various pieces of knowiecigc  rc-

garciing antenwi track activities can be naturaiiy ami easily rei~rcsentwi.
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l’rojcct profile: This file specifics projecl specific itlformation  regarding frequencies ancl pass types. For

example, the Project S011 might specify frequency = }Il(i}l, :iad the project profile would specify the exact fre-

quency used. The project profile might also other signal  pa[-amcters and default track types.

TDN KB: The Temporal lkpcndcmcy Network (TI)N) tiaowledgc  base [3] stores information on the TDN

blocks available for the I)SN Planner and I.MCOA to USC. This knowledge base includes information regarding

preconditions, postconditions,  directives, and other aspects of the TI)N blocks. It also includes information on

how to expand the block parameters at]d name into the actual  flall’ilc entry in a TIJN.

l;qaipment Configuration: This clctails  the types of cqaipmcnt av:iilable  and onique ictcn(ificrs  to be used

to specify the exact pieces of equipment to be used in the t[-ack. These include the antcana, aatcnna controllcrj

the rcccivcr,  and so on.

(PO_requircd  track 1 )
(s13acccrLift_:lloclc_ctl:illgcs  track 1 )
(track_goal  sp:icccraft_  track  tcicmctry  tr:lck I )
(track_goal  slJiicccr:ift_ti:tck  dowlllill~  tr~lck I )
(tr~,ck_go:tl  dCCO(lC_C121ttl)

(statiomused  track 1 1)SS I 3)

Figure 5: Example Tracking (ioals

4.2 How D1’1.AN  Constructs Tracking IDlans

I) P1.AN LISCS  the tracking goals which comprise part of the SOE to generate the opcratioas procedure for a

tr:ick  (see U’igure 5 for sample tracking goals). “1’hc I)SN planner rcduccs (he high ICVCI track goals into executa-

ble steps by applying knowledge about how to achicvc  specific combinations of tr~ick goals in the context of spe-

cific ccluipmcnt  combinations. This information is represented in the form of task reduction ralcs, which detail

how a set of high level goals can be rcduccd into a set of Iowcr level goals in a particular problem-solvi[lg  com

text.  Each task reduction ralc rigorously details the scope of its cxperlisc  in terms  of tl-ack and equipment com-

binations. q-he information of scope of applicability of the rale can be considered in terms of a track goal hierar-



For cxtunplc,  Figure 8 shows a graphic summary of:1 twk reduclion rule. This rule has two context condi-

tions: that the station being operated is 1) SS- 13 :md ttmt  tracking  god “downlink  track” be present. The rule

states that if these context conditions arc met, the ahstrx[  t:isk of }]rc-c;ilit>r~~tioll cm bc achieved by performing

the lower ICVCI tasks of inspcctin.g  the subsystems, Contlec(ing the subsystems, configuring the totai  power radi-

ometer, loacling  antenna  predicts, :md configuring the r~uivcr. l:urthcrmore,  the subsystems mLIst be inspected

before connecting the subsystems, and so on. Note tlmt some of these tasks are not opcmtiona] tasks and will be

later expanded into more detailed (opcratiomll)  tasks. lkw exwuplc,  configuring the total power radiometer im

volves configuring the IF switch, configuring the [JWCII’PR  for l~rc-ctilibr;~tic~ll,  an(i performing the actual TPR

pre-calibr:ition.

Equipment Specification Goal to Achieve Tracking Goal Specification

Station DSS13 pre-callibration~ downlink track

--p~E~[=
Figure 8: SaInplc  ‘1’ask Reduction

Next consider the task reduction rule shown in Figure 9. It states  thiit  in the ccluipment  context of1)SS13

and in any tracking goal context, the abstract goal of including a ~~logr~ttl~ll~:lblc  ~scilliltor  (PO) can bc achieved

by adding the steps: load PO files followmi  by configure dopplcr  tuner.  Additionally, tllcse  steps must be ordered

with respect  to connect subsystems and load antenna predicts s(eps as id icatcd

Equipment Specification Goal to Achieve

Station DSS13

Y

connect

D*–. ;g~::s u b s y s t e m -  P O  f i l e s



Telemetry Commanding Ranging

Telemetry, Commanding Telemetry, Ranging

\/

Telemetry , Commanding, Ranging

Figtrrc  6: I’itrlial  ‘1’r:ick I Iictarchy

Antennas
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\
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/’
1{’igurc 7: lixamplc lk]uip]nct)t  1 Iicratchy  - Antenna Types

lJsing this problem spccificaticm,  the I)SN plilnnct then uscs task rcduc(ion planning techniclues  (also callccl

hierarchical task network or }] TN) [4] and operator-based planning techniques [5] to produce  a paramcterimd

track-specific “rlJN to bc used {0 corldLlct  the track. ~’h~ ;IC1lI;I] J)!  NIIICI’ USCd to gCllfXIh2 dlC TI)N iS ii lllOdifled

vcrsiotl  of the  task reduction planning component  of the Multi  mission VICAR Planner systcm [6]. This track-

spccific T1>N and other elements  of I)SN support data arc then be used by l,MCOA to operate the actual antenna

to concluct  the rcclucstcd  antenna track.

in HTN Planning, task redaction rules  specify how to rt’date abstract activities iuto lower level activities.

This process contitlucs  until all of the activities in a platl h;lvc bcea redaccd into operational (i.e., executable)

activities. In a task redaction rale, cm specifics a goal G to IN reduced, a context set of conditions C (which re-

strict the cases ill which the ralc applies),  a set of !owcr ICVCI goals 1, (i.e., ~J is bcins reduced into 1.), ancl a set

of constraints 0, which specify constraints on the ncw goals 1..



,.,

Ka-band * 2
Q-band * ~

S& X-barld * * 3

X& Ka-band * * 3

~’bc applicaticm  of ciecomposition  rules continues until all of the activity blocks in the T1)N are operational -

that is to say th:it  known blocks in the qilJN KB can bc used to instan(ia[c  the each and every activity in the TI)N.

This fully instantiated T1)N can then bc used with the 1.S01;  by 1.MCOA to perform the actual track. Shown

above in F’igurc  3 is the TI)N for a VOYACJlil<  downlink tclcmctry  track using the Programmable oscillator for

the 1)SS 13 IXN antenna station.

5.0 Lh!ICOA: Automated Procedure Execution

l’bc automated execution component, called the Link Monitor and Control Operator Assistant (LMCOA),

LIses  the TI)N  (F’igLlrc 3) gcmwted by

ing the execution of the ‘1’l)N. ‘1’his

achieved, ccr(ain types of closed-loop

1)}’LAN to perform the actual track. 1.MCOA is responsible for monitor-

involvcs  ensLl ring t h a t  the c’xpcctcd  conditic)ns  :IIId s u b s y s t e m  states  arc

control and error lccovcty  al-c performed in a timely fashion, and the cor-

rect dispatching of commands to the sabsystcms

representation of the TIJN to represent necessary

relevant subsystcm  state.

controlling the link occurs. I. MCX)A uses an operator-b~isec{

and desired conditions for executioa of procedures and tracks

The LMCOA performs the operations procedures for it tracking activity by executing a Temporal l)cpclld-

ency  Network (TDN), which is a proccciarc  thilt  is automatically generated by l) PLAN, as dmcribeci  in the last

section. I)PI.AN composes the T1)N so thilt  it colltilit}s  the procedures (T1)N blocks) neecled for a specific

tracking activity, and it orders them according to its knowledge  of the ciepcndcncics  that arc defined among the

blocks as well as by what it knows about the pre- and postconditions  of the blocks. Tbc knowlcclgc  about inter-

lock dcpcnclcncics ancl :ihout  block pre- at~d l~ostcc)]l(litic)tls  is passed to the 1.h4COA, W11OSC  task it is to execute

the end-to-end proceciure. ‘1’hc LMU3A  receives  the 7’I)N in the forin of ii clirectcd graph, where the prccccicnce
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~?jgure $): A~lgi]l~I]tatioll  of TJ)N Reqllircd by Ad(litiona]  Programmable osci]]ator  ~’rtick ~Oal

la the context of specific tracks, generic configar;itioa  blocks will bc specialized as appropriate to the de-

tails of the track. For examp]c,  the task rcductioa  rule in F’igarc 10 states that in the equiplncat coatex(  of Station

1)SS 13, if the track context is downlink,  telemetry, with symbol clccodiag  requested, “receiver configuration

block type A“ is the appropriate oac to use to configure the rcceivcr.

Equipment Specification Goal to Achieve Tracking Goal Specification

Station DSS13

T

configure downlink telemetry decoding
receiver track track symbols

v
specific

configure
receiver A

]/igtlrc  10: A sp~ci:l]iz,cd  ‘1’;isk  Reduction

Considerable effort in computing the final  g’l)N is devoted to determining the correct parameters for blocks

in the “1’IJN. FoI-  example, b’igLlrc  1 1 shows a configuration) table usc.d to determine the IF switch parameter for

the TPR precalibration step. lkpcnding  on the c[)llltllll[~ic:itioll  bands usccl in the track, differing bands will be

assigned to each of the co]~~rl~lltlic:ltiotl  pathways in the lJWU’1’PR. Based on the bancls  being usecl, the TIW IF

switch parameter is also determined. This pat-amcter  setting  is also dckrmiacd  daring the decomposition proc-

ess, so a correctly parameterizcd T1)N can bc constructed. In this case the tabular information is represented by

several rules each with context conditions corresponding to the bands used aacl each rule specifying the correct

11;1, 1F2, and T1’R IF Switch Parameter settings.

Band 111/1 1 t’2 Parameter

S-band * I

X-band * 1
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Figure 12: l.MCOA Architecture

Once a llJN block begins to execLltc, it I“ccjuests  the Situation Matlagcr, via the Router  ant] the Rtscrver,  to

verify that the block’s preconditions arc satisfied. A precondition is a state th:tt must be trLle in the physical

world. l;or example, in Figure 4 the block  named “Configure  11: Switch” has a precondition that the connection

between the M&C system and the subsystems has bcm~ cstahlishcd.  ‘1’bough this condition is the intended effect

of the previous block, the precondition ctuxk verifies that the desired state  actually holds  prior to attempting to

configure the IF switch. The result of the precondition check is sent back to the block, and the block forwards

this information to the FIM, which keeps track  of the status  of each block.

Once the Sitoation  Manager (SM) verifies that the preconditions are met, the block then ciispatches  its

commands, one at a time, through the Router  and the Rrl’server, to the subsystems it is controlling. When a sub-



relations arc specified by the nodes and arcs of (he network. The blocks in the graph arc partially orciered,

meaning that some blocks may bc cxecutcd  in parallel. l’cmporal  knowledge is also cncodccl  in the T1)N, which

includes both absolute (e.g. Acquire  the. spacecraft at time 02:30:45)  and relative (e.g. Perform step Y 5 minutes

after step X) temporal constraints. Conditional branches in the network arc performed only under certain condi-

tions. Optional paths are those which are not essential to thr operation, but may, for example, provide a higher

level of confidence in the data resulting from ii plan if pc rformed. More details about q’IINs arc provided in [3].

To execute a TDN, l,MCOA pcrlorms the following functions: ( I ) it loads the parameterimci

Iixecution  Manager; (2) it determines which ‘1’I)N blocks are eligible for execution ancl spawns

TI)N into the

a process for

cacb lI)N block; (3) it checks whether the preconditions of each 1’I)N block  have been satisfied; (4) once the

preconditions are satisfied, it issues the TIJN block commands; aacl (5) it verifies whether the comm:inds  had

their intended effects on the equipment. The [)pcrator interacts with the LMCOA by watching the execution of

the T1)N; the opwator  can paase or skip portions of the I’I)N, check the status of commands within individual

blocks, aacl provide inputs  where they are required. When par( of a T1)N fails, the LMCOA sopports  manual

recovcl-y  by (he opcratot by highlighting the point of fai]ut-c ancl providing information about  the preconditions or

postconclitions  that failed to be sat i sficd.

The I.MCOA architecture is shown in I:igare 12. g’hc lixccutioa h4amtger  (F;M) oversees the overall execu-

tion of the T1)N: it loads the 3’l)N, selects the ‘1’I)N  blocks that are eligible for execution, spawns a thread proc-

ess for each of the blocks that arc ready for execution (SI1OWI1  as I’l)N Block 1, TI)N Block  2, and ‘1’I)N  Block n

in Figure 12), and monitors the cxccutioa status  of the blocks. ‘1’hc }ih4  selects a block for cxccotion  when all of

that block’s predecessor have been successfully executed. Since many of the ‘I’l JN blocks require  track-specific

parameters, the E;M finds the parameters in the Seqacncc of ]ivcnts (SOE) information.



requites about 900 operator inputs oveIall, if the track  is pcrlormcd  manually. I;or this same track, under ncmli-

nal conditions, I.MCXIA reduces  the number of operator inputs  to lCSS than 10. Since humans tend to bc more

error prone than computers on simple repetitive tasks, it m;ikcs scnw to assign these tasks to LMCOA, frceii~g

the operator for the task of handling exceptions, which requires more iiltell  igcacc ;ind kilowlcdgc.
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6.0 Knowledge Enrinecring

The goal-driven automation systcin wc h:ivc descrihcd  rquircs :ii~ extensive knowledge bzise to store clat;i

about the dom:iin  and as such requires th:it  knowledge cilginccring  be pcrfonncd in otder to acquire and encode

the knowledge. In this sectioil  we describe the Icvc 1 :ind types of cfforl rcqaircxl to :icquire,  encode :ind validate

the Iiimwleclge  b:isc used in this demonstr:itioil.  ‘1’hc Icvcls of eflor[ c:ia bc summ;irizccl  :is follows and arc in



. .

system  has successfully executed a command, a statas message is sctlt  to the block, and it dispatches the next

command. Once all of the block’s commands have been sent,  the block  sends a request  to the Situation Manager

to check whether the block’s postconditions  are satisfied -- the cxcxwtioa  of the block is not considered success-

ful unless the postconditioas  holcl in the subsystems.

‘Ilc EM  tracks  each stage of a block’s execution -- it tracks whether the block’s preconditions and postcon-

clitions  arc satisfied, and it also tracks the exccation  statas of each of the block’s commaads. Much of this in-

formation is sent  by the IiM to the lJscr ]nterfacc  (Ul), which graphic-ally depicts the execution status of the T1)N

to the user. The clisplay  uses color to inclicatc  the statas of each block and command. The (JI inciicatcs  whether a

block has been executed or not, whether it is currently executing or has been skipped or pausect  by the user, ancl

whether there is an execution problem sLIch as an unsatisfied l~rccollclitiof~.1’hc  Operator interacts with the

I.MCOA  by watching the execution of the T1)N; the operator can pause or skip portions of the T1>N, check the

status of commands within iadiviciual  blocks, and provide inputs  where.  they arc rccluircci,  When part of a T1>N

fails, the LMCOA supports manual recovery by the operator by highlighting the point of failure and providing

information about the prccoaclitions or pos(conclitions  that failed  to bc sati sfiecl.

The Situation h~anagcr (SM)  is rcsponsihlc  for tracking the evolution of the monitor and control sL[bSystetllS

over the cluration  of the track. la order to perform this task it embodies significant knowledge of how to query

the subsystems to determine the information about their state  and how to interpret responses. ~’his  knowledge is

represented as a set of infcrcucc  rule within the SM kaowlcdge  base.

l’here arc several obvious clrziwbacks  to operating the M&C  system manually. Certain I)SN operations re-

quire continuous attendance by an operator over long periods of time, and some operations are highly repetitive

and require large amounts of d:ita  entry. }/or instance, it is not unLIsLIal  to conduct a Ka-bancl Antenna Pointing

(KaAP)  track lasting eight hours,  l)uring a KaAI’ track the procedure callccl  ‘I.oad Sidereal Predicts’ is repeated

many times (SCC the KaAP TllN in Figure 13 for an eaci-to-rnd  view of the track); the Load Sidereal Predicts

procedure requires inputs  by the operator each time it is concluctcd.  We estimate that au eight hour KaAP  track
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Acquire  the knowledge 30 days

IlaC~~I(JLIIICl  information 14

~CLISC t>lOCkS 110111 OttlCI “1’l~Ns 4

lnkrvicw  cxpctls 11

Prodwc ‘1’1 )N documcntat  ion 7

Iincodc  the klm’ledge 45 days

Plo;cct  sol~ l’atscl 10

Monitor & Control systcm cxtcndcd 11

Adapt 1 /MCOA to Voyagcl ‘1’l)N 15

Wrik,  revise ‘1’lJN hat file 4

IJccot])I)c)siliO1l”  ILIICS,  syntax  cdilot 5

Validakthc knowlcdgcbasc 127 d;lyS

“1’1 )N, pw and l~c)stcc)rlclitic)t]s 51

Monitor and ConlIol syslcm extensions ]g

1.M~OA adapted for voy:lgcf”  “1’l)N 24

Project SOI; Pmct 7

CioldsloIIc  testing 24

I) P1.AN 2



units of $hour  workdays. It took about  M workdays  to acc]uirc  (he knowlcclgc,  almost the same amount of time

to encode  the knowledge, bLlt three  times as much time to validatr the knowledge base. ‘1’able 1 summarizes the

knowledge engineering effort. lktails about  each  phase of [his effort  arc d escribcd  below.



Most of the time acquiring ptc and l~c~stc(Jllclitic~lls  occwrrcd daring the validation phase, ciae to the way the

proccclLIIal  knowledge is captured  from operations pcrsonnc].  ‘1’hcreforc  details aboat acqLliring pm ami postcoa-

ditions  :irc pre.scntcd later in the validation section.

11 days were spent interviewing cxpctls  in the areas of I)SN Opcr;itioas  in general, 1)SS13 Opcrations  for

a spacecrdlt telemetry downlink  pass , sabsystem monitol aad  control,  and project S011 definition. in addition,

members of the Voyager project were interviewed in order to obtain parameters specific to Voyager that were

rquirecl  for parametrizing the TIIN. 7 more days were spent gcmer~iting  griiphical  and ~vrittca  documentation of

the TI)N aucl 4 days were spent participating in statLis meetings.

6.2 ltncoding the Knowledge

The next step in the knowledge engineeriilg  process is to cacodc  tht kaowlcdge into the right format in or-

der for it to be machine read:ible.  The m:ljority  of knowledge rcprescntatioas  were designed and already used in

previous efforts, due to the existing LMCOA, automated Monitor and Control Systcm , aMl planner. la this effort

the m:ljority  of the cncocling  time was spcat  putting the acqaircd knowledge into a known  format. l~ncoding  the

knowledge covers writing the T1>N flat file, which specifics the Voyager ‘1’lJN  ancl is loaded by the LMCOA,

adapting the LMCOA to Voyager, writing the parser for the project SOli, extending the 1)SS 13 Monitor and

Control system to automate required subsystems, and developing 1)1’1 .AN. Some highlights of the encoding ef-

fort arc noted below.

l’he 1)SS 13 Monitor and Control system w:is  cxpimded  to include 2 new subsystcnls  which were not re-

quired in otbcr TIINs dcvclopcd  for the l,MCOA. This included developing simple sabsystem simulators for

testing purposes. The integration of 1’1’13 into the Moaitor aad Control etlviroamcat took the most amount of

time. Ttm changes made to the 1.MCOA for the new Voyager “1’l)N took 15 diiys.  Some of this time was spent

cxtendiag the definition of the LSOE (I,MCOA SOli) to account for am’ items in the Voyager SO1i. As other

types of tracks and more subsystems arc haadlcxl  by the 1.MCOA,  the definition of the I.SOIi will broaden to i a-

c]Lldc OpCl~ttiOtls  (e.g. borcsight,  mociuhttion index chaagcs)  required by different tracks.



Table 1: Knowleclgc  engineering cfforl

6.1 Acquiring the Knowledge

The majority of knowledge rcprcscntccl  in the systcm consists of the projcc( SOF. definition, the IJP1.AN

knowledge base (used in gcncratirlg the T1)N), the TI)N blocks themselves, the p~ir:tt~]cteriz~ltio~l  of the TIIN

blocks by both DPLAN ant] LMCOA, and the directives which make up the TIJN blocks used in the demonstra-

tion.  Much of this information comes from subsystem kt]owledge, for example, in defining the. T1)N blocks,

identifyia.g  anti understanding the subsystem dircctivcx within the blocks, and knowing how and when to

paramcterize subsystem directives within the blocks. };ivc  subsyskms  were utilized for this TIJN, two of which

had never been used by l,MCOA, and oae that required mow dcvc[opment  anti testing  to incorporate it into the

current TI>N. Acquiring this knowledge took about 36 workdays.

The. information was obtained by several methods including reviewing documents and learning about the

misting  software systems, interviewing experts  familiar with a particular part of the domain, clocumenting the

knowledge ancl participating in status mectiags. 14 days were spent :icquiring  background information on DSN

operations, SOlis, the Monitor aacl Control Systcm at lJSS 13, and the 1.MCOA at 1}SS 13.

A sm:ill  but very valuable amount of time was spent reviewing the existing TIJNs for 1)SS 13. A significant

amount of knowledge was directly extracted from both the KaFII .E :iacl KaAP T1)Ns for use in the Voyager TI}N.

The operational unit of a TI}N, namely a block,  has J)rovcn advaatagcous  in our previous work on T1)Ns.  The

reuse of blocks bctweea different operations procedures is onc key advantage. 12 of the 22 blocks, or 55% of the

blocks, in the Voyager T1)N came direct Iy from the KaRl .}i aad KaAP T1)Ns. Our pl:ins  for the next generation

1. MCX)A include the use of a rclatiorlal  database to store  1’l)Ns, blocks, aad their contcrlts. A block that can be

used in more than one TI)N needs to bc represented  only once in the database. Changes could bc made to one or

more of these reusab]c  blocks, without having to make significarlt, if any, changes to each T1)N requiring the

block. Therefore, to answer the question put forth in the ovm’iew  and objectives section, the effort  to extend

this demonstration to a c{iffcrwnt  type of track  car] bc greatly reduced, depemding on the reuse of TI)N blocks

from existing TIJNs.



6.3 Validating the Knowledge Base

This phase of the knowledge c]lginccriilg  required about  three times the level of effort of either the acquisi-

tion or encoding phases. q’his  phase inclucles m-site  testing at Goldstonc  in the opcr:iticmal  cavircmmcnt,  testing

and developing simulators in the IMN Advanced Systems 1.ab in Bui Iding 525, ancl validating the ‘J’I)N,  pm ancl

postconditions  and other software modules. The vali(iation  phase took 127 workdays.

Almost half of this time, 51 days, was spent  validatirlg  the 1’l)N ancl especially pre and postconditiorls  on

1’IJN blocks. validating the, T1)N involves making SUIC that the opcraticms  procedure is accurate. One mason this

is a time consuming task is that different experts have diffcmmt ways of performing a part of the proccclure.  Or,

over time they revise or and/or  refine the operations pmccdurc. ‘l’his has been a constant in our experience devel-

oping TI)Ns. It is difficult to come to consensus on a sitlglc  way to perform an operations procedure. After a

T1)N is in place and can be executed  by the, I. MCOA, the operators can “see”  the procedure more clearly and re-

fine it. in any case, these reasons all point out the need to be able to modify TIIN blocks ancl prc ancl postcondi-

tions.  The format of the operations procedure must bc simple so that it will be easy for developers, anti opera-

tions personnel, to understand anct maintain t}~cse procedures.

Pre and postconditioas were extremely tirllc-col~slll~lillg  to validate. From our previous cxpcricnce builcling

T1)Ns,  we have found that operations personnc] do not usually think in terms of prc and postconditions.  The need

for pre and postconditiorls  is much more obvious after an initial clcmcmstration  of lhe baseline 1’I)N. At this time,

the operators observe subsystcm  actions occurt-ing automatically ill the TIJN and iclcntify  when some actions oc-

cur before sufficient subsystem states have bccr~ rcachcd. ‘1’llcse  states arc then implemented as preconditions,

Another reason why operators are not familiar with tbc concept of preconditions is related to how they operate

the manual monitor and control cnviror~mcnt.  II] this environment, the operators often have a lot of ecluipment

pre configured. A cietailcd  question and answer scssiori  between 7’IJN developer arid operator provecl useful for

identifying what portions of the prc configuration :irc preconditions for existing blocks in the ‘1’I)N. Postcondi-

tions  were more difficult for the operatiotls  personnel atd developers to determine.



‘1’hc two main reasons for the large  amount of tim validating prc and postconclitiolls  arc I ) the complexity

of pre atld postconditions  and 2) subsystem suppoil for them. h and postccmcli[icms  can k very complex  sac]

therefore difficult  to encode  to have the desired cffcc[. For c.xampk, a pir  or postcondition  based on :ibsolutc  or

relative time C:III comp]ic:ite the ii~~l~lell)cl]t:itiol]  of ttuit  coilditioil. in :in ciirly  version of the Voy:iger TI)N, two

TI)N block occur ii~ sequence , START RHCORI)lNG  iiiKl then S“1’0}’ R1+XX)RI)ING. The START recordii~g

block just tells the approprkik  subsystem to stiirl rccoiding.  ‘1’hc block then completes. I’k STOP RI{CORI}lNG

block domn’t  execute unti[ thcappropri:itc  time hiis been rciickd,  :/ccor[liilgtottlctill~e  ii] the SOIi. Until  this

tiine, it :ippears  that no blocks are executing  in the Lh4COA. “1’hat is true, however,  the subsystems arc recording

datii dliring  this time. In orcler  for the ~iser interfkicc  to show ttuit  some activity wis occlirriilg, a postconcfition

~,:is  *jLit 011 ttlc START Rl~COR])]NG b]o~~, A~cordlllg  to t[~is postcolldltioll,  the STAR’I’  RECORI)ING block

will finish cxeciiting  when the time has come to stop recording. Thmforc,  during the long ch~tii iwording  phase

of the p:iss, the start recording block in the I.MCOA rcin:iins  ii] the cxcclitit~g  stiite.

Subsystem suppori is :ilso  rcqliired  in order to miikc use of pw :ind postcoilditions.  Iil this  zinc{ previous

TIJNs, onc Oi- more  subsystcins did not pmvidc  statL!s  in{orm:ltion  to the  m o n i t o r  tind control  sys tem th:it  needed

to be checked by a prc or postconclition.  For exjimplc,  ii] the Voyiigcr T1)N, film WI-C dowillo:idccl  to the S1)1<

(Station l)ata Recorder). We had to modify tliis  slibsyskin to sciKl ii “finishecl  cloitl~loii(liilg””  statlis  back t o

Monitor zind Control so th:it  ii postcouditioil  ccnild  :ilitomlttic:illy  test  whcm ciowmloiidillg wzis co tnplctcxl.

lixtcnsions  to the monitor and control system took 19 chiys  to complctc.  The majc)rity  of this  time was spent

incorpor:itit~g  ‘1’P1 3, the mceivcr, ii~to the h!onitor  :IIK1 (ki}trol  systcin. New variiib]cs  were acldcd to the subsys-

teil~ and cominlinic:itions  problcim h:id  to bc ovcrcoinc. This time :IISO iilcllidcd  writing sLibsystcm  simulators

for tcstiilg  Monitor and Control and the 1.h4COA in the 525 hih.

A signific:int  :imolint  of time, 24 d:iys, wis spent  :it 1)SS 13. lixtcnsivc  testing :ii]cl debugging w’:is  pcrforinecl

at Cloldstolle  that could not be pcrforincd  in the 525 l~ib ci~vironincnt.  Mlich  of this tiine wis spent incorporating
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‘1”})13 into the 1)SS 13 Monitor ancl Control cnvironmrnt, Some of the difficulties cncoLtn(cred resulted in modi-

fying sections of the knowledge base related to the Monitor and Control system as well as the I,MCOA.

I;inally, here are the levels  of effort in debugging  other software moclL]les. I)cbLlgging the S011 Parser took 7

days and debugging l)PLAN took 2 diiys.  Another 24 days were required to debug the Voy:~ger version of the

LMCOA.

7.0 Results

in ~cbruary 1995 a comprehc[lsivc  clcmonstration  was conducted to validzitc  the concept of integratiilg  and

Iising the Al software described in the preceding p:iragraphs  to tr:ick a spacecraft with the I)SN [7, 8]. in the

clcmonstration,  I>PLAN gcncratcd  the 3’I)N shown in I;igure  4 for ii Voyager Telemetry I)ownlink track using the

equipment configuration at l)ecp Spiice Sti\ti~l~ 13 (1) SS- 13) in Cloldstone,  C.alifori~ia,  which included [i 34-nmter

bc:im-wave  gilidc  (BWG) :itltenna  zind a tc]cmctry  proccssoi. ‘1’h~ ‘1’I)N  gcncratccl  by I)PI,AN Wiis  SLICCeSSfLl]lY

cxeclited by LMCOA--a  cc)illllliitlicati[)rls  link was cst:iblishcd  with Voyager ancI the 34-meter ~w~J  antenna

tracked the spacecraft, with minimal human control. As a rcsillt  of this demonstration, I)PLAN anti the concepts

iinp]cmented  in LMCOA arc currently being triinsfcrrcd :it~cl  implemented in the Network Control  Project (NCP),

which will replzice  two major IMN sll[~syste[~~s--tt~c  Monitor iii)d Control (M& C.) s~ibsystem and the Network

P]:inning  :ind }’reparation (NI’P) sLibsystem.  While {hci”c :irc many oiltst:inding  rcse:irch  areas preventing com-

plete  cncl-to-cnd  ziutoination  of the I)SN (see [8] for a more detailed description of some of these), the concepts

ancl technology dcmonstr:ited  to d:ite represent a significant stci~ towarcls alitomation  of routine I)SN tr:ickiilg

services.

8.0 Discussion

in demonstrating the automation at 1) SS- I 3, scvcr:il  impor(:int  ]cssons  were Ic:irilccl.  I;irs(, the ViiliCkitiOIl  of

the knowlecigc  base was zi much more :irduous  t:isk  th:in expcctecl. Considerable change  occiirrcl  in tbc LMCOA
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knowkcige  base as a result of cxtcnsit’c tcsling on (he actual opcmticma!  L’quipllmt. ‘1’his testing rcvcaicd  the

extreme difficulty of direct cncocling  of the low level proceduriil  knowledge  to exccatc IJSN tracks. This v:ilu-

able lesson has significant imp:ict  on the cventaal  automation of lJSN opcr;iticms  - it means that significzmt  re-

sources need to be dcvotccl to validating the low level antenna opcrtltions  proccclutcs  and actcquale  time for test-

ing and validation of these procedarcs is a must.  la retrospect, given the complexity of the individual subsystems

this shoukl not have been such a great surprise.

A second important lesson was that modifying, the plan[ler  krmwlcdgc  base to account for changes in the

T1)Ns was not overly difficult. This is shown by the relatively small amounts of effort at knowledge cn.g,inecrirlg

for the planner component relative to the execution component. I’his is clue to the fact that the planner was not as

severely challcIIgccl since it was only required to gcmratc

wou]d have to generate a wide range  of tracking 7’1 )Ns (o

tracks.

a few typrs of 1’l)Ns. In a more  coInplctc  test, it

support a range of spacccrilft  for different types of

A third lessot] regarding the antenna operations domain is that the majority of the interactions and complex-

ity is at the Iowcr level. IJcsigning  (he blocks (i.e. determining the low lckcl ciircctivcs  to achieve and verify low

level subsystem states) was much more complicated (and knowledge  anti labor intensive) than composing the

blocks themselves. Because of this complexity, further efforts  in this area have heavily utilized  smart tools for

representing and reasoning about subsystems (such as finite state  diagrams, and software engineering arid analys-

is tools).

9.0 Conclusions

This paper has described the the application of Artificial lntcliigence  techniques for plan generation, plan

execution, and plan monitoring to automate a l)ecp Space C~cJllllllLlllic:itioll Station. q’his  automation enables a

~;olllt~~lltlic~iti[)]~  station to respond to a set of tracking goals by appropriately reconfiguring the col~ll~lLlllicati[)lls

harciwarc  and software to proviclc the requested cc)ll~l~)[lllic:ltiolls  services. In particular this paper has clescribcd:



(1) the, overall automation architecture, (2) the plan gc)wration and execution monitoring Al technologies osecl

and implemented software components, and (3) the knowledge engineering process and effort required for auto-

mation. These technologies are currently being transferred to the operational Ileep Space Network stations.
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